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The kinetics of two-dimensional isothermal domain growth in a quenched ferroelectric system is investi-
gated using Monte Carlo simulation based on a realistic Ginzburg-Landau ferroelectric model with cubic-
tetragonal �square-rectangle� phase transitions. The evolution of the domain pattern and domain size with
annealing time is simulated, and the stability of trijunctions and tetrajunctions of domain walls is analyzed. It
is found that in this much realistic model with strong dipole alignment anisotropy and long-range Coulomb
interaction, the powerlaw for normal domain growth still stands applicable. Towards the late stage of domain
growth, both the average domain area and reciprocal density of domain wall junctions increase linearly with
time, and the one-parameter dynamic scaling of the domain growth is demonstrated.
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I. INTRODUCTION

In the past half century, the domain growth or second
phase coarsening in different phase transition systems lead-
ing to self-organized pattern formation has been an everlast-
ing interesting subject in statistical physics and materials sci-
ence, to the best of our knowledge.1–7 The universal feature
of these phase transitions is the self-similarity of the evolved
microstructures in terms of size distribution as a function of
time and other system parameters during annealing of so-
called “quenched” systems, which can be expanded to any
system with the interrupt shift of control parameters, more
than temperature.5 When a system is quenched from a high-
temperature disordered phase to a temperature below the
transition point, a symmetry-broken phase �ordered phase�
appears by the formation of ordered domains or second
phases. Here, we confine our consideration within the cases
of ordered domain separated by domain walls, i.e., multido-
mained microstructure.2 Driven by the chemical potential
difference between neighboring domains of different sizes,
the domain growth is activated by the growth of larger do-
mains in compensation with the shrinking of smaller ones. In
other words, minimizing the domain wall energy �interfacial
energy� results in the domain growth. For the normal domain
growth driven by minimizing the isotropic domain wall en-
ergy, it has been indicated that the microstructural evolution
can be depicted by the growth kinetics of a unique charac-
teristic length l�t�, which marks the characteristic size of
formed microstructures. There exists an asymptotic regime in
which the characteristic length follows a power-law behavior
in time l�t�� tn, where n is called the growth exponent.1,3

Such an asymptotic regime represents a scaling state, that
argues that the spatial evolution of the domained structure is
�in a statistical sense� independent of time when the domain
dimensions are rescaled by l�t�. Considered to be a universal
feature and playing a central role in understanding the ever
more complex systems, the scaling behavior has been re-
vealed in quenched systems for a long time by physicists
interested in domain growth and pattern formation.1,2,4,8

In addition, the evolution of the domain wall junctions
during the domain growth is of interest in terms of topologi-
cal consideration. A junction is defined as the terminal where
three or more domain walls are joined. The number of the
walls ended at a given junction is defined as the junction
degree. We name a junction terminated with three walls the
trijunction, that with four walls the tetrajunction, and so on.
The stability of these junctions during domain growth is as-
sociated with topological patterns of the multidomained mi-
crostructure. It has been well established that the tetrajunc-
tion is unstable for normal domain growth and it will
decompose into two trijunctions, because the mechanical
balance can be satisfied against fluctuations at trijunctions
instead of tetrajunctions.8

Our understanding about the kinetics of normal domain
growth can be mainly ascribed to the Monte Carlo simulation
based on models with simple parameter and short-range in-
teractions, such as the kinetic Ising model,9 the Q-state Potts
model,10–12 the time-dependent Ginzburg-Landau model,13

the large-N model,14 and their derived models.15–20 For sys-
tems described by nonconserved order parameter such as
multidomained microstructures, a growth exponent n= 1

2 is
well established by minimizing the interfacial energy, if one
considers the characteristic length l�t� of the domained struc-
ture as a function of time t: l�t�� tn, as long as the evolution
is approaching to the asymptotic later stage. To understand
the result, one can refer to the simple but heuristic argument
given by Bray that for nonconserved dynamics the domain
with radius R will collapse in a time of order R2. Therefore,
crudely speaking, there will be no domain smaller than t1/2

after time t, hence the characteristic domain size is l�t�
� t1/2.1 When the order parameter is conserved, such as sec-
ond phase precipitation from a multicomponent solid solu-
tion and subsequent coarsening, the exponent is n= 1

3 .1,3 In a
general sense, domain growth or coarsening in tremendous
self-assembly systems, whether or not the order parameter is
conserved, can be described using the power law with a dif-
ferent growth exponent n.

In spite of the generality of the power law for domain
evolution as a general phenomenon in phase transitions
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investigated so far,2–6,9–19 continuous interests in investigat-
ing systems with complicated interactions and low symmetry
are still reserved. Along this line, many system parameters
are believed to have an effect on the kinetics of domain
growth, such as the component number of order parameter,1

conservative condition of order parameters,1,3 structural
anisotropy,21 defects,22,23 finite temperature,3,24 long-range
elastic interaction,25,26 as well as complex interactions en-
gaged in interested systems.27 In this paper, we perform a
Monte Carlo simulation on the kinetics of domain growth in
a two-dimensional �2D� lattice based on a realistic Ginzburg-
Landau ferroelectric �GLFE� model with a cubic-tetragonal
phase transition. In this 2D GLFE lattice, the cubic-rectangle
ferroelectric transition is viewed as a square-rectangle tran-
sition. We deal with a case where a paraelectric lattice is
submitted to a temperature T much lower than its ferroelec-
tric Curie point Tc. Then the lattice is thermally annealed at T
and we study the kinetics of domain formation and evolution
during the annealing of this GLFE lattice.

However, for a GLFE lattice, minimizing the interfacial
energy is no longer the unique drive for the domain growth,
because additional Landau potential, long-range Coulomb in-
teraction and polarization orientation anisotropy have to be
taken into account. For some FE systems, the long-range
elastic interaction associated with the FE phase transitions
cannot be neglected either.28 It is basically believed that the
long-range elastic interaction hinders essentially the domain
growth or grain coarsening and consequently the well-
established power law might not be followed to some
extent.25,26 These additional interactions distinguish the
GLFE model from the Ising model or Potts model conven-
tionally employed for simulating the normal domain growth.
The GLFE lattice also contains the inhomogeneous domain
wall energy and therefore represents a more realistic ap-
proach to the kinetics of domain growth in real materials. It
is interesting that the simulation reveals a normal domain
growth behavior for the GLFE lattice, i.e., the domain
growth shows an exponent n� 1

2 over a wide temperature
range.

II. MODEL AND PROCEDURE OF SIMULATION

A. Model

Our Monte Carlo simulation is performed on a 2D N
�N lattice with periodic boundary conditions applied. On
each lattice site i, an electric dipole is imposed with its mo-
ment vector P�r�= �Px�r� , Py�r��, where Px�r� and Py�r� are
the two components along the x and y axis, respectively. The
energy of the GLFE lattice can be expressed as a function of
these moment vectors, of which both the orientation and
magnitude are allowed to change.28–30 By doing so, we as-
sume that the thermal flip of dipoles is the unique mecha-
nism over the phase transition range, considering that other
possible ones, such as polarization resonance, are not domi-
nant unless the temperature is extremely low.28 Referring to
the tetragonal structure of typical ferroelectric BaTiO3 below
its Tc,

28 each moment vector is allowed to take only four
different orientations: �0, ±1� and �±1,0�, while its magni-
tude can take any value within �0,1�. There are several en-

ergy terms which will determine the dipole configuration in
the lattice and should be taken into account, including the
Landau potential, the dipole-dipole Coulomb interaction, and
the gradient energy which gives rise to the domain wall
inhomogeneity.28,30

What should be pointed out here is that the long-range
elastic interaction can be very important for some ferroelec-
tric systems such as BaTiO3 employed as a mode for the
present study. As investigated earlier28,31 and addressed by
Arlt,32 the elastic energy contribution can be dominant and
results in a stable striplelike twinned domain structure which
might lose its capability to grow and coarsen in a normal
manner. Therefore, we will not take into account the contri-
bution of the long-range elastic interaction in the present
study, because we focus on the kinetics of normal domain
growth in a typical GEFE lattice, as compared to simpler
Ising or Potts systems. In fact, the slowing effect of domain
growth by the elastic interaction has never been sufficiently
verified by simulation since the long-time simulation over
several orders of magnitude in time t becomes extremely
challenging to conventional computational capability.

For a dipole of moment P at site i, the Landau potential
can be expressed as

Fld�P
⇀

� = A1�Px
2 + Py

2� + A11�Px
4 + Py

4� + A12Px
2Py

2

+ A111�Px
6 + Py

6� , �1�

where subscript i marks the lattice site, and A1, A11, A12, and
A111 are the expansion coefficients. The values of these co-
efficients will determine the feature of the thermodynamic
behavior. For normal ferroelectrics, the first order phase tran-
sition will take place if A1�0. At a given temperature T, A1
can be obtained from

A1 = ��T − Tc�, � � 0, �2�

where � is a constant. If T�Tc, A1 will be negative, thus
nonzero spontaneous polarization will take place. The do-
main wall gradient energy �interfacial energy� for a site i and
its neighbor j can be written as

Fgr�Pi,j� = 1
2 �G11�Px,x

2 + Py,y
2 � + G12Px,xPy,y + G44�Px,y + Py,x�2

+ G44� �Px,y − Py,x�2� , �3�

where Pi,j =�Pi /�xj. In general, the domain wall energy is
anisotropic. Since parameters G11, G12, G44, and G44� are all
positive, Fgr�0, in general, favors the homogeneous dipole
alignment in the lattice.

The dipole-dipole interaction is expressed by the long-
range Coulomb interaction between any couples of dipoles.
It can be given in the following form:

Fdi�Pi� =
1

8��0�
�
�j�
	P�ri�P�rj�


ri − rj
3

−
3�P�ri��ri − rj���P�rj��ri − rj��


ri − rj
5
� , �4�

where �0 and � are the vacuum susceptibility and the relative
dielectric susceptibility, �j� marks a summation over all sites
within a region in a circle with a truncate radius RT�RT
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→ � � centered at site i, while P�ri�, P�rj�, ri, and rj present
the moment vectors and the coordinates of sites i and j,
respectively.

In a realistic simulation, a finite truncate radius RT instead
of RT→� is needed. Nevertheless, the Coulomb interaction
is long range and the pair potential does not decrease rapidly
with increasing RT, although each individual term in Eq. �4�
decays rapidly with increasing separation 
ri−rj
.33 There-
fore, the Coulomb interaction cannot be truncated at any rea-
sonable distance in a strict sense. A calculation of Fdi�Pi� by
Eq. �4� has to be treated by an Ewald procedure.34 However,
in the present simulation algorithm to be shown below, we
only need to evaluate the difference 	Fdi�Pi� associated with
a dipole flip at site i from one state to another. We demon-
strate numerically that this difference 	Fdi as a function of
truncate radius RT changes as RT�8 and then becomes al-
most independent of RT, no matter what the initial lattice
configuration is. Figure 1 presents the calculated 	Fdi�Pi� as
a function of RT for randomly chosen 8 lattice configurations,
including that with parallel and antiparallel alignments of
dipoles. Although the absolute value of 	Fdi�Pi� can be dif-
ferent from case to case, the independence of it on RT as
RT
8 is shown for all cases. In fact, we checked with the
difference in kinetics of the domain growth at RT=8 and
RT=20, and no identifiable difference between them is
found. Therefore, in our simulation, a finite cutoff at RT=8 is
taken, which is believed to be reliable. Note here that mini-
mizing the Coulomb interaction over the lattice favors a
head-to-tail alignment of dipoles.

In sum, the total energy of our system is

Ftl = �
i

�Fld�Pi� + Fgr�Pi� + Fdi�Pi�� . �5�

The final multidomained microstructure is determined by
minimizing the total energy Eq. �5�, and, in fact, we see that
the different terms favor different dipole alignment configu-

rations. The multidomained microstructure is determined by
a compromise among these interactions.

B. Procedure of simulation

Assuming that the thermally activated dipole flip is the
unique mechanism in the present GLFE lattice, we perform
the simulation via the Metropolis algorithm. First of all, the
lattice is initialized in the following way to form a paraelec-
tric system. For each site, two random numbers r1 and r2 are
generated to decide the orientation and moment of local di-
pole. Number r1 is an integer belonging to �0,1 ,2 ,3�, mark-
ing the orientation �1,0�, �0,−1�, �−1,0�, and �0,1�, respec-
tively, while r2 is a real number chosen randomly from
interval �0,1�. Two interdependent matrices are adopted to
restore the orientations and moment magnitudes of all sites.
After initialization, we give the system a temperature T
�Tc and let the system evolve in isothermal condition. The
isothermal annealing is performed in the following proce-
dure. Site i is chosen at random, and then all the energy
terms are calculated to obtain Ftl. Then a candidate dipole
site with new magnitude and orientation is randomly gener-
ated. Consequently, Ftl is recalculated and compared with the
value of Ftl before the proposed flip to obtain the difference
	F of the total energy after and before the proposed flip. The
flip is accepted by the probability p1:

p1 = �exp�− 	F/kT� , if 	F � 0,

1, if 	F � 0.
�6�

We generate a random number r3 within �0,1�, and if r3

� p1 then we accept the proposed flip, otherwise the flip is
aborted and the dipole remains unchanged. Then one cycle of
the simulation is completed, and another cycle begins until a
given number of cycles is completed. The time for simula-
tion is scaled by Monte Carlo step �mcs�. One mcs represents
N�N cycles performed. In our simulation, the values of pa-
rameters mentioned above are given as follows: Tc=1.0, �
=1.0, A11=−0.5, A12=9.0, A111=0.8, G11=1.0, G12=0.2,
G44=1.0, G44� =1.0, RT=8, and N=500. These parameters re-
fer to a realistic ferroelectric system BaTiO3.28 It must be
pointed out here again that by using the present model one
cannot expect to simulate the real domain structure of
BaTiO3, where the elastic energy rather than the electric en-
ergy �dipole-dipole interaction� is dominant. Here we only
investigate the kinetics of the domain growth of a general
GLFE model, introducing the long-range coulomb interac-
tion. Thus, the elastic interaction existing in BaTiO3 will be
excluded in the present simulation.

III. RESULTS AND DISCUSSION

A. Domain configuration

Figure 2 presents the system energy per site �Ftl /N2� as a
function of ln�t� at four temperatures T /Tc=0.1, 0.3, 0.5, and
0.8. The time dependence of Ftl /N2, given a fixed tempera-
ture, shows a clear transition regime at an early stage as t
�400 mcs, during which the energy declines very rapidly.
This regime corresponds to a rapid isothermal ferroelectric

FIG. 1. Calculated difference 	Fdi�Pi� in the dipole-dipole long-
range Coulomb interaction before and after an arbitrary dipole flip
at site i as a function of truncate radius RT for eight arbitrarily
chosen dipole lattices �N=500�.
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phase transition of the lattice from the paraelectric state. In
this regime, the energy falls more rapidly at a lower T, indi-
cating an earlier completion of the phase transition. Toward
the late asymptotic regime, one observes a linear decay of
Ftl /N2 with ln�t�, corresponding to the domain growth period
which is focused in this paper. The arrow in Fig. 2 indicates
the boundary between the two regimes discussed above.

We present as an example the temporal evolution of do-
main configuration at T /Tc=0.5, as shown in Fig. 3. The four
patterns are snapshotted at t=800, 2800, 4800, and
8000 mcs, respectively. The polarization orientations of do-
mains are distinguished by four different gray levels. The
black area stands for �1,0�, dark gray for �0,1�, light gray

for �0,−1�, and white for �−1,0�, as indicated by the arrows
in Fig. 3�d�. The profile of magnitude is omitted here because
the dipole magnitude within one domain is roughly identical,
although the dipoles on domain walls may have smaller mag-
nitude. Keep in mind that the annealing temperature is far
below Tc and the polarization is almost saturated after the
transient regime �t�400 mcs�. In Fig. 4 we present the four
snapshot images of the domain patterns at t=8000 mcs for
T /Tc=0.1, 0.3, 0.5, and 0.8, respectively. Several interesting
features as revealed in Figs. 3 and 4 are worth mentioning.
First, significant domain growth phenomenon is revealed,
and the kinetics of domain growth is considerably T depen-
dent. Given a fixed t, the domain growth is more rapid at a
higher T because of the thermal flip process contributing to
the domain growth. Second, the individual domain pattern is
not a circle but shows strong anisotropy. Most of the domain
walls are straight instead of curved as exhibited in systems of
isotropic interfacial energy. Almost half of the domain walls
incline at 45° with respect to the x axis or y axis, indicating
90° domain walls, while other walls align vertically or hori-
zontally, representing the 180° walls. The coexistence of
both 90° walls and 180° walls is observed. What should be
noted here is that we do not take the long-range elastic en-
ergy into account in our simulation. Thus, no long-striped
domain patterns often observed experimentally are revealed
here. Finally, both trijunctions and tetrajunctions are ob-
served, predicting the eminent role of the dipole alignment
anisotropy in modulating the domain growth. As reported
earlier,7,8,17 in the domain growth of isotropic interfacial en-
ergy, the tetrajunction is unstable against fluctuations and it
will decompose into two trijunctions. However, in the
present GLFE lattice, quite a number of tetrajunctions can
survive for a long time, although the number of tetrajunc-

FIG. 2. Total energy per site �Ftl /N2� as a function of ln�t� at
four temperatures T /Tc=0.1, 0.3, 0.5, and 0.8, respectively. The
arrow indicates the boundary between the earlier state and the late
stage at T /Tc=0.8.

FIG. 3. Temporal evolution of domain patterns at T /Tc=0.5. �a�
t=800 mcs; �b� t=2800 mcs; �c� t=4800 mcs; �d� t=8000 mcs.
Four types of domains distinguished by the direction of the polar-
ization vector are shown by the four shadows of gray. The relation
between the shadow of gray and the direction of the polarization is
given by the arrows in �d�.

FIG. 4. Snapshot images of domain patterns at t=8000 mcs for
T /Tc=0.1, 0.3, 0.5, and 0.8.
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tions is much less than trijunctions. The coexistence of tri-
junctions and tetrajunctions is demonstrated here.

To understand the coexistence of 90° and/or 180° domain
walls and trijunctions and/or tetrajunctions in the GLFE lat-
tice, one may consult the interactions engaged in the system.
As predicted above, the long-range Coulomb interaction fa-
vors antiparallel dipole alignment, thus favoring the 180°
domain wall, while only minimizing the gradient energy �in-
terfacial energy� will prefer 90° domain walls. Unless the
Coulomb interaction is much weaker than the gradient en-
ergy, which is not true for the GLFE lattice, the coexistence
of 180° and/or 90° domain walls becomes favored. Because
of the dipole alignment anisotropy, the domain wall orienta-
tion must be either 45°-inclined or vertical and/or horizontal
with respect to the x or y axis. Thus the coexistence of tri-
junctions and/or tetrajunctions is inevitable during the kinetic
domain growth process, from the point of view of topologi-
cal preference. It is therefore concluded that the topological
pattern of the GLFE lattice distinguishes essentially from the
normal domain growth of isotropic interfacial energy.

B. Kinetics of domain growth

We look at the kinetics of domain growth in the GLFE
lattice. The average domain area �A� as a function of time t at
T /Tc=0.1, 0.3, 0.5, and 0.8, is plotted in Fig. 5�a�, where �A�
is derived by dividing the lattice area over the number of

domains in the lattice. For all cases, the data are obtained by
averaging over ten independent simulation runs. Here we
omit the data during the transient regime, in which the do-
main growth could be much faster. For example, one can
refer to the inset of Fig. 5�a� where the data from t=20 to
8000 mcs at T /Tc=0.8 is shown, and a clear transition re-
gime as t�400 mcs is revealed.

In a general sense, given a fixed t for annealing, one sees
that �A� increases with increasing T as T=0.1Tc to 0.5Tc,
which is easy to understand because of the thermally acti-
vated dipole flips. However, at T=0.8Tc, the simulated �A� is
even smaller than those at lower T. The reason lies in the fact
that as T=0.8Tc, a very high temperature not far from Tc,
there appear quite a number of small domains which are
generated due to the significant thermal fluctuations and have
a very short lifetime. These temporally existed small do-
mains make the calculated �A� even smaller than those at
lower T, while actually the long lifetime domains are larger
than those observed at lower T.

For all cases, �A� as a function of time t is well fitted
utilizing the power-law �A�− �A0�= tm where m=2n is also
the growth exponent, and A0 is the initial average domain
area, obtained by the linear fits to the �A� vs t data. The
simulated data are replotted in Fig. 5�b�. A good linear de-
pendence of ln��A�t��− �A0�� on ln�t� is shown. The growth
exponent is m=0.97±0.02 for T=0.3Tc, m=0.98±0.02 for
T=0.5Tc, and m=1.00±0.02 for T=0.8Tc, respectively. This
demonstrates that the domain growth as exhibited in the
present GLFE lattice still follows the kinetics of normal do-
main growth as well confirmed. For the case of T /Tc=0.1,
where �A0� is taken as zero, the linear fitting of the data
produces an exponent m=0.269±0.002, much smaller than
1.0 as applied to the other three higher temperatures. Look-
ing back at the domain patterns at T /Tc=0.1, as shown in
Fig. 4, one may argue that the domain growth is still far from
the late stage as t=8000 mcs because of significantly frozen
dipoleflips. Also, at such a low T, the relative significance of
the Coulomb interaction in comparison to the gradient en-
ergy becomes even more remarkable. Although the kinetics
at such low T is worth further investigation, nevertheless, the
power-law behavior is well followed, predicting applicability
of the normal growth mode.

C. Evolution of trijunctions and/or tetrajunctions

We evaluate the time dependence of the number of junc-
tions �density of junctions� at different T, as shown in Fig. 6.
The number of trijunctions is much higher than that of tetra-
junctions, predicting higher stability of the trijunction than
the tetrajunction. Given a fixed t, the numbers of both types
of junctions decrease with increasing T. Given a fixed T,
these numbers decrease with time. It is noted that the topo-
logical evolution of the GLFE lattice is essentially associated
with the evolution of the two types of junctions, which can
be ascribed to the shrinking of small domains and the growth
of large domains. The conjunctions attached to these small
domains will either split or disappear upon disappearance of
those small domains. If the junction density is denoted by �,
its reciprocal 1 /� is in fact equivalent to the average domain

FIG. 5. �a� Average domain area �A� as a function of time t, and
�b� ln��A�t��− �A0�� as a function of ln�t� at T /Tc=0.1, 0.3, 0.5, and
0.8, respectively. The inset in �a� shows the early stage deviation of
the data from the line growth law, and the solid lines in �b� repre-
sent the linear fitting.
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area �A�,20 as shown in Fig. 7. A good linear dependence of
the reciprocal density �1/�� on time t is demonstrated.

D. One-parameter scaling

Finally, we would like to check the one-parameter scaling
behavior for the asymptotic regime of the evolution, which
evidences that the kinetic evolution of the domained struc-
ture can be described by a single characteristic length l�t� or
domain area A�t�. Earlier studies on domain growth adopted
time-dependent structure factors to characterize the
microstructure,2,10,14 that applies to the scaling supposition
perfectly. While for models including many isolated domains
the domain-size distribution function17,18 has much more di-
rect physical connotation and is well used. Therefore, in or-
der to make our work easier to handle, we take the average
domain area A�t� as the single parameter for scaling in the

present work. Two types of distribution functions are adopted
to characterize the domained structure. One is fN�A , t�, which
counts the number of domains with the area falling into span
�A ,A+	A�. The other is fA�A , t�, which can be explained as
a probability for arbitrary sites being located in a domain
with area A�t� in a given span set. The relationship between
the two functions is fA�A , t�=AfN�A , t� /Aall, where Aall is the
sum of areas of all domains in the system, which is an in-

FIG. 6. Number of trijunctions and tetrajunctions as a function
of time t at T /Tc=0.1, 0.3, 0.5, and 0.8. �a� for trijunctions, �b� for
tetrajunctions.

FIG. 7. Reciprocal density of junctions �1/�� as a function of
time t at T /Tc=0.1, 0.3, 0.5, and 0.8.

FIG. 8. �a� Domain-size distribution function fN�A , t� at differ-
ent times. �b� Scaling function fN

* �A / �A�t��� at different times.

FIG. 9. �a� Domain-size distribution function fA�A , t� at different
times. �b� Scaling function fA

*�A / �A�t��� at different times.
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variant. The evaluated fN�A , t� and fA�A , t� at T /Tc=0.3 for
t=400, 1200, 2800, 5200, and 7600 mcs are plotted in Figs.
8�a� and 9�a�, respectively. A large number of small domains
are detected in the early stage, subsequently the distribution
becomes narrow and shows a single-peaked pattern with a
long tail toward big A�t� side. Towards the late stage, the
peak shifts to the right side as the distribution becomes lower
and wider due to the shrinking of small domains and the
growth of larger ones. We rescale the domain size using the
average domain size �A�t�� at given time t, and the rescaled
data are presented in Figs. 8�b� and 9�b�, respectively. The
corresponding scaling functions are fN

* �A / �A�t��� and
fA

*�A / �A�t���, noting that fN
* �A / �A�t��� is normalized by the

total number of domains N�t�. For each type of scaling, all of
the domain-size distribution data at different times fall on the
same curve, demonstrating that the domain-size distribution
can be described by the unique function and the kinetic evo-
lution of the domained structure can be characterized by the
unique length �A�t�� as a linear function of time t in the late
stage. Hence, it can be concluded that one-parameter univer-
sal scaling behavior stands in the domain structure described
by the GL ferroelectric model.

IV. CONCLUSION

In conclusion, we have investigated the kinetics of do-
main growth for a two-dimensional Ginzburg-Landau ferro-
electric lattice with long-range Coulomb interaction, using
the Monte Carlo simulation. A significant domain growth
phenomenon has been observed and the power-law kinetics
of domain growth has been revealed. In addition, the coex-
istence of trijunctions and tetrajunctions in this GLFE lattice
has been verified and explained by the competition of the
Coulomb interaction and gradient energy. The one-parameter
scaling of the domain-size distributions at a late stage of
evolution has been demonstrated. The present work has dem-
onstrated that the domain growth in the GLFE lattice follows
the kinetics for normal domain growth as well established in
isotropic domain growth systems.
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