Electric field driven evolution of topological domain structure in hexagonal manganites
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Controlling and manipulating the topological state represents an important topic in condensed matters for both fundamental researches and applications. In this work, we focus on the evolution of a real-space topological domain structure in hexagonal manganites driven by electric field, using the analytical and numerical calculations based on the Ginzburg-Landau theory. It is revealed that the electric field drives a transition of the topological domain structure from the type-I pattern to the type-II one. In particular, it is identified that a high electric field can enforce the two antiphase-plus-ferroelectric (AP + FE) domain walls with \( \Delta \Phi = \pi / 3 \) to approach each other and to merge into one domain wall with \( \Delta \Phi = 2\pi / 3 \) eventually if the electric field is sufficiently high, where \( \Delta \Phi \) is the difference in the trimerization phase between two neighboring domains. Our simulations also reveal that the vortex cores of the topological structure can be disabled at a sufficiently high critical electric field by suppressing the structural trimerization therein, beyond which the vortex core region is replaced by a single ferroelectric domain without structural trimerization \( (Q = 0) \). Our results provide a stimulating reference for understanding the manipulation of real-space topological domain structure in hexagonal manganites.
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I. INTRODUCTION

Topological states/defects and relevant emergent phenomena have been for a long period attracting attention in theoretical condensed-matter physics and mathematical physics, and recently become hot topics due to the finding of a set of novel topological quantum states described in momentum space [1–5]. A topological state/phase can be defined either in the momentum space or real space. Distinctly different from the topological physics in momentum space such as topological insulators and Weyl semimetals, real-space topological states of interests in condensed matters and materials have been relatively localized, and the local topological defects and related phase transitions (e.g., Kosterlitz-Thouless transitions) were discussed in the pioneer works of Kosterlitz and Thouless [6]. Nevertheless, the real-space topological physics has been much less discussed, and so far most of the earlier investigations focused on characterizations of topological defects/states including morphology, topological invariances, order parameters, and stability, in systems like liquid crystals, frustrated magnetic systems, graphene, and even carbon nanotubes [7–12]. Symmetry consideration of these topological states has been also an often discussed issue [1].

In fact, possible functionality of real-space topological states/defects is yet a realm to be explored. So far, synthesis of an isolated topological defect can be a challenge and its detection and manipulation have been rarely investigated either. In the overall sense, the response of a localized topological state and its dynamics against either intrinsic or extrinsic stimuli/perturbations remains to be a topic of less interest. A well-known character of a topological state is its topology robustness measured by a topological invariance [1]. This invariance does not necessarily imply any robustness of geometric pattern which can be largely flexible against those stimuli, noting the misleading issue that a topological pattern is indestructible due to its topology protection. Along this line, a major issue or opportunity is to search for possible topological states, no matter whether they are localized or extended, which can be given emergent functionalities of application potentials. Here we discuss a multiferroic material with real-space topological state and investigate the evolution of this state to external electric field.

It has been found that hexagonal manganites \( R\text{MnO}_3 \) \( (R=\text{Sc, Y, Dy-Lu}) \), upon proper pretreatments, may exhibit a specific kind of real-space topological state, noting that hexagonal manganites are well-attracted multiferroics [13–15]. A distinct difference but also an interesting point here is that the topological states stem from the intercoupled ferroelectric (FE) domains and antiphase (AP) domains, allowing the close connection between the materials’ functionality and the topological state. While each topological defect may be localized, a high density of such defects could self-organize into a large scale domain pattern or structure, here called a topological domain structure [16], consisting of vortex-antivortex pairs, as schematically shown in Fig. 1(a) for a guide of eyes. In this sense, an investigation on the response of such a topological structure against stimuli/perturbations becomes concerned.

For the details of topological structure in hexagonal manganites, one may consult relevant literature [17–24]. Briefly, each topological defect (vortex or antivortex) results from a trimerization-type structural phase transition induced by size mismatch between rare-earth ion \( R \) and Mn-O layers. Below certain temperature \( (T_c) \), this trimerization is triggered by periodic tilting of the MnO₅ trigonal bipyramids from the high-symmetry \( P63/mmc \) structure. Consequently, the generated lattice distortion makes the unit cell three times larger in size and the symmetry is lowered down to the polar \( P63cm \) space group. For a straightforward understanding of such topological
structure, the phenomenological Landau theory treating this trimerization was proposed, and this theory starts from two order parameters: trimerization amplitude $Q$ describing the tilting magnitude from the $c$ axis and trimerization phase $\Phi$ describing the tilting orientation [25]. This trimerization is disabled if $Q = 0$. Given the hexagonal lattice symmetry, three degenerate types of structural antiphase domains ($\alpha$, $\beta$, and $\gamma$), described by the $Z_3$ symmetry, are available. Each antiphase can supply two different ferroelectric polarizations $P$ ($P_1$ and $P_2$, indicating the upward and downward polarizations along the $c$ axis), respectively corresponding to the upward distortion of two thirds of the Y ions and the downward distortion of one-third of the Y ions or vice versa, set by the in or out orientation of the MnO$_5$ trigonal bipyramid tilting. In this way, the antiphase domains and ferroelectric domains are mutually interlocked, constituting the AP + FE domain structure. The two-state polarization ($Z_2$ symmetry) plus the three-state antiphase ($Z_3$ symmetry) allows the presence of six antiphase and ferroelectric domains ($\alpha^+, \alpha^-, \beta^+, \beta^-, \gamma^+, \gamma^-$) emerging from one point, constituting a topological defect called a vortex/antivortex described by the $Z_2 \times Z_3$ symmetry. The vortex and antivortex correspond respectively to two degenerate winding orders, i.e., ($\alpha^-, \beta^-, \gamma^+$, $\alpha^-, \beta^+, \gamma^-$) and ($\alpha^+, \gamma^+, \beta^-, \alpha^-, \gamma^-, \beta^+$) [17, 26]. In the projected two-dimensional plane (e.g., $ab$ plane), each vortex must neighbor with one antivortex, constituting one vortex-antivortex pair, as shown in Fig. 1(a) too. A number of such pairs form the complex topological pattern in real space, which has been discussed in the framework of graph theory [16]. Subsequently, various trials in order to track the pattern variants and their evolutions have been performed, suggesting that the domain structure can be highly dependent of sample processing details including thermal treatments, imposed strains, and even surface oxygen deficiencies, etc. [13, 27–30]. It was also reported that an electron beam is sufficient to nucleate an opposite domain from a parent domain [31]. These phenomena are more or less local and they may resist against or benefit the formation of topological states.

However, for a topological state, the topological robustness is an intrinsic property. For instance, it was reported that a shear stress could deform the vortex-antivortex pattern seriously into a stripelike pattern, owing to the so-called Magnus-type force which pulls the vortex-antivortex pairs apart according to opposite directions and thus unfolds the network [28]. Nevertheless, these two types of domain structures have identical topological invariants. External stimuli do deform the pattern seriously but for most cases the topological invariance is preserved, although the functionality responses could be different upon the different patterns. What should be addressed here is that the topological pattern evolution does not show a simple scenario in response to various stimuli. One often observed sequence is the transition from the type-I domain pattern to type-II pattern. Here the type-I pattern refers to a class of domain structures with roughly equal fractions of $P_1$- and $P_2$- domains and the type-II pattern to those with one dominant polarization, as schematically shown in Fig. 1 for a guide to the eyes. The type-I pattern has roughly no net polarization but the type-II pattern exhibits a nonzero net polarization along one of the $\pm c$ axes [16, 29]. This transition was at least confirmed by electric field poling experiments but no details have been available [32].

We are interested in the topological structure in response to electric field along the $c$ axis without losing the generality. This could be informative for realizing an electrocontrol of the topological structure. Due to the interlocking of FE domains and AP domains, we assigned the interlocked structure as the AP + FE domain. Two neighboring AP + FE domain walls with phase difference $\Delta \Phi = \pi/3$ could eventually fuse into one antiphase (AP) only wall with $\Delta \Phi = 2\pi/3$, driven by electric field. Certainly, this fusing behavior should be highly resistive since the disappearance of a $P_2$ domain may probably be accompanied with a breakdown of the topological structure which has to overcome a extremely high energy barrier. Consequently, it would be useful if the evolution of the topological structure and its topological behavior can be tracked consecutively. In particular, the question of whether the topological structure can be suppressed by certain stimuli, such as electric field, is interesting.

In this work, we mainly address such an evolution including the dynamic process, using extensive phase-field simulations based on the Landau theory. First, we do “observe” the electric field driven fusion tendency of two neighboring AP + FE walls with $\Delta \Phi = \pi/3$ into one AP-only wall with $\Delta \Phi = 2\pi/3$. Second, the lattice details with the AP-only walls would benefit to our understanding of the topological structure evolution. Third and surprisingly, sufficiently high electric field may trigger a transition of the lattice structure at the walls and vortex/antivortex cores from the low-symmetry trimerized lattice into nontrimerized lattice while they both may be ferroelectric. In particular, the AP + FE domain structure can be decoupled by sufficiently high electric field.

FIG. 1. A schematic drawing of real-space topological structure in hexagonal manganites RMnO$_3$, projected on the $ab$ plane: (a) type-I pattern and (b) type-II pattern. The structural trimerization leads to the threefold antiphase domain structure ($\alpha$, $\beta$, and $\gamma$), i.e., the $Z_3$ symmetry. The ferroelectric polarization $P$ has two degenerate moments $P_1$ and $P_2$ oriented respectively along the $\pm c$ axis, with the $Z_3$ symmetry. The vortex-antivortex pairs are properly labeled.
The remaining part of this paper is organized as follows. In Sec. II, we discuss the variation of order parameters $P$, $Q$, and $\Phi$ with varying electric field in the framework of Landau phenomenological theory. The method and procedure of phase-field simulations are briefly described. The main results of the dynamic evolution of topological structure will be presented in Sec. III, and in particular how the vortex/antivortex core is destabilized by sufficiently high electric field is discussed. A brief conclusion will be given in Sec. IV.

II. PHENOMENOLOGICAL THEORY AND SIMULATION

A. Landau theory

The Landau phenomenological theory in terms of the variations of trimerization and polarization of hexagonal $RMnO_3$ was developed recently and extended to explain a set of observed phenomena [25,33,34]. The topological state can also be properly compared with experimental data, in which the Landau energy density is expressed as

$$F = F_L + F_G,$$

in which the Landau energy $F_L$ and gradient energy $F_G$ can be written respectively as

$$F_L = \frac{a_0}{2} Q^2 + \frac{b_0}{4} Q^4 + \frac{c_0}{6} Q^6 + \frac{g_0}{6} Q^6 \cos 6\Phi - g Q^3 P \cos 3\Phi + \frac{g'}{2} Q^2 P^2 + \frac{a_P}{2} P^2,$$

$$F_G = \sum_{l=x,y,z} \left[ \frac{s_Q}{\Phi} (\partial_l Q \partial_l Q + Q^2 \partial_l Q \partial_l \Phi) + s_P \partial_l P \partial_l P \right], \quad \partial_l = \frac{\partial}{\partial l}.$$

where order parameters $Q$ and $\Phi$ are the amplitude and phase of trimerization mode ($K_3$), and $P$ is the local polarization (or the local amplitude of polar mode $\Gamma_2^- \cos 3\Phi$). The subscripts ($l = x,y,z$) are the major coordinate axes and $(a_0,b_0,c_0)$ are the constants for a free-energy polynomial on $Q$ extended up to the sixth order, where $c_0$ is the anisotropic coupling factor between $Q$ and $P$. $g$ is the nonlinear coupling factor between the mode $K_3$ and mode $\Gamma_2^-$. $g'$ is the coupling factor between $Q$ and $P$. It is noted that $a_P$ is the self-energy factor of $P$ extended up to the fourth order, while the case for $P$ extended up to the fourth order will be discussed in Sec. III. Here coefficients $s_Q$ and $s_P$ scale the energy costs for the spatial variations of $Q$ and $P$ and they can be defined as the stiffness parameters for $Q$ and $P$ respectively.

The simplest way to investigate the dependences of $Q$, $\Phi$, and $P$ on $E$ is to add the electrostatic energy term to Eq. (1):

$$F_E = -E \cdot P = -(E_x P_x + E_y P_y + E_z P_z) \leq \begin{cases} E = E_x \hat{i} + E_y \hat{j} + E_z \hat{k} \\ P = P_x \hat{i} + P_y \hat{j} + P_z \hat{k} \end{cases},$$

where we only deal with polarization $P = P_z$ along the $c(z)$ axis, setting $P_x = P_y = 0$. Certainly, it is sufficient to consider $E_z$ in this case. Here $P$ is scaled by the polar mode amplitude, giving the unit of $\AA$, according to the treatment of Artyukhin et al. [25], and the unit of $E_z$ is $eV/\AA$, which is not the common unit of electric field. In order to obtain the real electric field for a comparison with experimental data, $E_z = E E_0$ is set, where $E_0 = 1.0$ $eV/\AA$ and $E$ is a dimensionless number. The real electric field $E_z = 2E E_0/(9.031 e) = 22146E$ with the unit of kV/cm because an earlier analysis suggested that this unit of 1.0 $\AA$ for the polar mode amplitude is equivalent to an electric field $E_0 = 22146$ kV/cm for hexagonal $RMnO_3$. Unfortunately, the value of $E_0$ is much larger than the measured coercive field, $\sim40 kV/cm$ for YMnO3 as an example. This gap seems to be attributed to several reasons associated with the imperfections of samples under measurements although the existence of this gap does not change the physical essence of problems discussed here.

B. Ground states and effect of electric field

We first discuss the ground states under an electric field, without inclusion of domain-wall energy associated with $F_G$. In this case, the system total energy is $F = (F_L + F_E)$, and its minimization with respect to $Q$, $\Phi$, and $P$ would result in the relationships among them. In proceeding, we obtain the ground states by solving the following set of equations:

$$\frac{\partial F}{\partial Q} = [a_0 + b_0 Q^2 + (c_0 + c_0' \cos 6\Phi) Q^4 - 3g Q P \cos 3\Phi + g' P^2]Q = 0,$$

$$\frac{\partial F}{\partial \Phi} = (-2g_0 Q^6 \cos 3\Phi + 3g Q^3 P) \sin 3\Phi = 0,$$

$$\frac{\partial F}{\partial P} = -g Q^3 \cos 3\Phi + (g' Q^2 + a_P) P - E_z = 0.$$
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A consequential algebraic formulation from Eq. (4) allows the order parameters to satisfy
\[
a_0 + b_0 Q^2 + (c_0 + c'_0) Q^4 - 3g Q \cos 3\Phi + E_z g Q^2^2 Q^2 + a_p + g \left( \frac{g Q^2^3 + E_z}{g Q^2^2 + a_p} \right)^2 = 0, \\
\Phi = 0, \pm \pi/3, \pm 2\pi/3, \pi, \quad P = \frac{g Q^2^3 + E_z}{g Q^2^2 + a_p}.
\]

Clearly, six degenerate sets of order parameters can be obtained from Eq. (5), which correspond to the six degenerate domain states. In more detail, one sees that the variation of \( P \) as \( Q \) exceeds 1.11, and the \( Q \) states in the total energy, to be discussed later.

Now Eq. (6) can be used to calculate \( P \) as a function of \( E_z \), as shown in Fig. 2(b) where two \( P(E) \) branches are plotted, one for \( P > 0(P_t) \) and the other for \( P < 0(P_s) \). The \( P_t \) state becomes unstable as \( E_z \) exceeds 1.11, and the \( P_s \) state becomes unstable as \( E_z < -1.11 \). This explains why the two curves pass across the \( P = 0 \) axis and then terminate nearby. The calculated two \( Q(E) \) branches are plotted in Fig. 2(a) where the solid line represents the stable solutions and the dashed parts are the unstable solutions. Looking at the stable solutions, one finds that the variation of \( Q(E) \) as \( P \) and \( E_z \) have the same sign is slightly weaker than that as \( P \) and \( E_z \) have the opposite signs. The evaluated energy density \( F(E) \) curves as \( P > 0 \) and \( P < 0 \) are plotted in Fig. 2(c), where the data at \( Q = 0 \) are inserted too for a comparison. In fact, \( Q = 0 \) implies the disappearance of the six antiphase states, i.e., absence of the trimerization. The unstable solutions correspond to the regions in the sufficiently high field where the \( Q = 0 \) state is lower than the \( Q \neq 0 \) states in the total energy, to be discussed later.

Here several main features associated with the ground state can be highlighted. First, in the low-field range, amplitude \( Q \) is insensitive to \( E_z \) but the trimerization could lose its stability in the high-field range. Once such a destabilization occurs, the trimerization and thus the six antiphase states will be completely suppressed and replaced by the \( Q = 0 \) state, but the ferroelectric state remains in this case. This suggests that the topological structure would be replaced by a normal ferroelectric state in sufficiently high electric field. Second, a roughly linear dependence of \( P \) on \( E_z \), no matter for \( P > 0 \) and \( P < 0 \) states, is shown, suggesting no polarization saturation in the high-field range. This is certainly a prediction by the present Landau theory, probably inconsistent with realistic observations in some cases. Third, the ground state in the high-field range is no longer the antiphase structure of \( Q \neq 0 \), but replaced by the \( Q = 0 \) state whose lattice structure remains elusive so far. This replacement is obviously a first-order phase transition, as evidenced by the \( Q(E) \) hysteresis in Fig. 2(a).

C. Dynamic evolution of order parameters

Given the obtained ground state, one is now able to track the topological structure evolution using the phase-field simulations in which the polar coordinates \( Q \) and \( \Phi \) are transformed into the Cartesian coordinates \( Q_x \) and \( Q_y \), where \( Q_x = Q \cos \Phi \) and \( Q_y = Q \sin \Phi \) [35], and the domain-wall energy \( F_g \) is taken into account. Following the standard procedure in the literature [36,37], we start from the temporal evolution of order-parameter fields described by the time-dependent Ginzburg-Landau equations:
\[
\frac{\partial \eta(r,t)}{\partial t} = -L \frac{\delta F}{\delta \eta(r,t)}, \quad \eta = Q_x, Q_y, P,
\]
where \( L \) is the kinetic coefficient. For details, one has
\[
\frac{\partial Q_x(r,t)}{\partial t} = L \left( s_Q^Q \frac{\partial^2 Q_x(r,t)}{\partial x^2} + s_Q^Q \frac{\partial^2 Q_x(r,t)}{\partial y^2} + s_Q^Q \frac{\partial^2 Q_x(r,t)}{\partial z^2} - \frac{\partial f_L}{\partial Q_x(r,t)} \right),
\]
\[
\frac{\partial Q_y(r,t)}{\partial t} = L \left( s_Q^Q \frac{\partial^2 Q_y(r,t)}{\partial x^2} + s_Q^Q \frac{\partial^2 Q_y(r,t)}{\partial y^2} + s_Q^Q \frac{\partial^2 Q_y(r,t)}{\partial z^2} - \frac{\partial f_L}{\partial Q_y(r,t)} \right),
\]
\[
\frac{\partial P(r,t)}{\partial t} = L \left( s_P^P \frac{\partial^2 P(r,t)}{\partial x^2} + s_P^P \frac{\partial^2 P(r,t)}{\partial y^2} + s_P^P \frac{\partial^2 P(r,t)}{\partial z^2} - \frac{\partial (f_L - f_E)}{\partial P(r,t)} \right),
\]
Again in practical calculations, we take the values of the parameters given by Artyukhin et al. unless stated otherwise, as shown in Table 1 (including \( L = 1 \)) obtained from the first-principles calculations on YMN0 [25]. The periodic
FIG. 2. The plotted ground-state solutions of parameters $Q$ (a), $P$ (b), and $F$ (c) as a function of $E$ respectively, as calculated from Eq. (6). Here the gradient energy $F_G$ is not included. The dashed lines are the unstable solutions.

boundary conditions are employed and the lattice size used will be specifically stated below. The finite difference method is employed and the initial lattice is set as $Q_x(r) = 0, Q_y(r) = 0, P(r) = 0$. (9)

Given the above setting, the domain structures under different $E$ will be calculated upon sufficiently big number of iterations of Eq. (7). Here, an issue deserved for clarification is the time-dependent kinetic factor. This issue can be clearly revealed by tracking the ferroelectric hysteresis obtained at different iteration steps. To go ahead, we set $E$ as a sine function of time $t$, i.e., $E = E_m \sin(2\pi \omega \cdot t)$ where $E_m = 0.8$ and $\omega$ is the frequency, and apply this field to a well-evolved topological structure, whose size is $2048 \Delta x \times 2048 \Delta y \times 1 \Delta z$ with $\Delta x = \Delta y = \Delta z = 0.2$ nm. The $P$-$E$ loops with different $\omega$ values as labeled are shown in Fig. 3. While remarkable dependence of the loop shape and area on $\omega$ is presented, it is suggested that a frequency $\omega < 10^{-5}$ (1/iteration steps) is sufficiently low to guarantee a quasistatic dynamic evolution. Hereafter, all the data to be presented are obtained from the simulations under a given constant $E$ after $10^5$ iteration steps (ISs), unless stated elsewhere.

III. RESULTS AND DISCUSSION

A. Evolution of domain structure and domain-wall motion

In this simulation, a well-evolved topological structure in a cubic lattice of $512 \Delta x \times 512 \Delta y \times 512 \Delta z$ with $\Delta x = \Delta y = \Delta z = 0.2$ nm is used as the initial structure. For a better illustration, we cut a part of this lattice as shown in Fig. 4(a), and a set of successive domain patterns obtained at $E = 0.16, 0.32$, and $0.66$, respectively, are shown in Figs. 4(b)–4(d). Afterwards, the electric field is reset as $E = 0$, and the eventual domain pattern is shown in Fig. 4(e). A comparison of Fig. 4(a) with Fig. 4(e) suggests that the domain structure is path dependent, a character of ferroelectricity, noting that the topological invariances of the two patterns remain the same.

The $E$-dependent structure evolution exhibits several features. First, as $E > 0$, those $P_\uparrow$ domains expand and those $P_\downarrow$ domains shrink. In the high-field range, one sees that those $P_\downarrow$ domains shrink into narrow stripes, more or less

TABLE I. The values of physical parameters used in the present calculations (e.g., YMnO$_3$) [23]. Note: These values are used in all the calculations unless stated elsewhere.

<table>
<thead>
<tr>
<th>$a_0$ (eVÅ$^{-2}$)</th>
<th>$b_0$ (eVÅ$^{-2}$)</th>
<th>$c_0$ (eVÅ$^{-4}$)</th>
<th>$c'_0$ (eVÅ$^{-4}$)</th>
<th>$a_P$ (eVÅ$^{-2}$)</th>
<th>$g$ (eVÅ$^{-4}$)</th>
<th>$g'$ (eVÅ$^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−2.626</td>
<td>3.375</td>
<td>0.117</td>
<td>0.108</td>
<td>0.866</td>
<td>1.945</td>
<td>9.931</td>
</tr>
<tr>
<td>$s^1_0$ (eV)</td>
<td>$s'_0$ (eV)</td>
<td>$s^2_0$ (eV)</td>
<td>$s^1_P$ (eV)</td>
<td>$s'_P$ (eV)</td>
<td>$s^2_P$ (eV)</td>
<td>$L$</td>
</tr>
<tr>
<td>5.14</td>
<td>5.14</td>
<td>15.4</td>
<td>8.88</td>
<td>8.88</td>
<td>52.7</td>
<td>1</td>
</tr>
</tbody>
</table>
FIG. 4. The simulated three-dimensional domain patterns at different \( E \). The magnitude of \( P \) is scaled by the color bar. The varying sequence of electric field \( E \) is (a) 0.00 \( \rightarrow \) (b) 0.16 \( \rightarrow \) (c) 0.32 \( \rightarrow \) (d) 0.66 \( \rightarrow \) (e) 0.00. A small rectangle area covering a domain wall is marked for reference in Fig. 5.

like wide “domain walls.” Second, as a signature of topological protection, those domain walls may move but those vortex/antivortex cores do not [17,38,39]. Third, as mentioned above, the domain structure does not recover back to the initial state after the poling process. For a quantitative discussion, the domain-wall motion can be described by the spatial profiles of order parameters and energy density. These profiles taken from a small rectangle area as marked in Figs. 4(a)–4(c) are plotted in Figs. 5(a)–5(c). The line profiles of \( P \), \( Q \), and \( \Phi \) and total-energy density \( F \) along the dashed lines in Figs. 5(a)–5(c) are plotted in Figs. 5(d)–5(g). The domain-wall width is roughly 0.5–1.0 nm, the magnitudes of both \( P \) and \( Q \) in the \( P_\uparrow \) domains slightly increase and those in the \( P_\downarrow \) domains slightly decrease either with increasing \( E \), the energy density \( F \) in the \( P_\uparrow \) domains falls down but that in the \( P_\downarrow \) domains rises up with increasing \( E \), and parameter \( \Phi \) in the \( P_\uparrow \) and \( P_\downarrow \) domains remains unaffected by field \( E \). These evolution features mark the transition from the type-I pattern to the type-II one, driven by electric field.

For the kinetics of domain-wall motion, we track the walls under different fields in a lattice with much bigger in-plane size (2048\( \Delta x \times 2048\Delta y \times 1\Delta z \)) and the data exhibit much better accuracy (\( \Delta x = \Delta y = \Delta z = 0.02 \) nm). The perfect linear dependence of wall speed \( v \) on \( E \) is evaluated, as shown in Fig. 5(h), and can be confirmed by checking the energy difference \( (F_\uparrow - F_\downarrow) \) between the \( P_\uparrow \) and \( P_\downarrow \) domains as a function of \( E \), as shown in Fig. 5(i). Clearly, the perfect linear dependence of \( (F_\uparrow - F_\downarrow) \) on \( E \) reasonably yields the linear \( v(E) \). It should be mentioned that this linear dependence is evaluated by ignoring the role of elastic energy which may be non-negligible for some ferroelectrics, and therefore experimentally measured dependence for those systems may deviate from this linear relation.

It is noted that the above simulations are carried out in the low-field range. In this case, these domain walls move but none of them is destroyed by wall fusion. Here, we use the terminology “fusion” in the sense of the spatial resolution of \( \sim 0.2 \) nm or so, to be discussed later. This low-field topological protection property, as observed experimentally too, has been exemplified to explain why the vortex-antivortex pair annihilation cannot occur. The microscopic mechanism is that the commensurability of partial unit-cell shifts across the paired walls must be satisfied, ensuring the topological protection and reflecting the topological invariance of the present structure [38]. Beyond this property, one may be more interested in checking the domain structure in the high-field range, which may not be realizable experimentally at the current stage due to the extremely high-field threshold, but can be virtually accessed in our simulations. In this case, if two neighboring walls merge, the two domains aside this newly born wall would have the same polarization orientation, suggesting the possibility of topological protection disabling. Certainly, this emergent phenomenon, coined as the fusion of domain walls, is of special interest and will be discussed in this work.

**B. Fusion of domain walls**

We focus on a local area where two AP + FE domain walls with three neighboring domains are included, as shown in
of electric field 0 in Fig. 4, as obtained upon implication of different electric field walls here is 2 Fig. 6(a).

The trimerization phase difference across the two walls can also be identified, corresponding to the transition from ΔΦ ≈ π/3 to ΔΦ ≈ 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.

Besides the phenomenological analysis, it is helpful to look at the domain-wall fusion process from the viewpoint of atomic configuration, based on our simulated results. We consider two domain walls, each of which has a trimerization phase difference 2π/3. As shown in Figs. 6(a)–6(d) as a consecutive sequence, the enhanced electric field gradually enforces the in-between P1 domain to shrink. Its two side walls come to meet and merge into one wall in the sufficiently high E = 0.66. This wall also has the upward polarization which is smaller than that of the two side domains, as shown in Fig. 6(f) where the P profile along the dashed white line in Figs. 6(a)–6(d) is plotted. This process is called the fusion of ferroelectric domain walls, corresponding to a transition from ΔΦ = π/3 to ΔΦ = 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.

Besides the phenomenological analysis, it is helpful to look at the domain-wall fusion process from the viewpoint of atomic configuration, based on our simulated results. We consider two domain walls, each of which has a trimerization phase difference 2π/3. As shown in Figs. 6(a)–6(d) as a consecutive sequence, the enhanced electric field gradually enforces the in-between P1 domain to shrink. Its two side walls come to meet and merge into one wall in the sufficiently high E = 0.66. This wall also has the upward polarization which is smaller than that of the two side domains, as shown in Fig. 6(f) where the P profile along the dashed white line in Figs. 6(a)–6(d) is plotted. This process is called the fusion of ferroelectric domain walls, corresponding to a transition from ΔΦ = π/3 to ΔΦ = 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.

Besides the phenomenological analysis, it is helpful to look at the domain-wall fusion process from the viewpoint of atomic configuration, based on our simulated results. We consider two domain walls, each of which has a trimerization phase difference 2π/3. As shown in Figs. 6(a)–6(d) as a consecutive sequence, the enhanced electric field gradually enforces the in-between P1 domain to shrink. Its two side walls come to meet and merge into one wall in the sufficiently high E = 0.66. This wall also has the upward polarization which is smaller than that of the two side domains, as shown in Fig. 6(f) where the P profile along the dashed white line in Figs. 6(a)–6(d) is plotted. This process is called the fusion of ferroelectric domain walls, corresponding to a transition from ΔΦ = π/3 to ΔΦ = 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.

Besides the phenomenological analysis, it is helpful to look at the domain-wall fusion process from the viewpoint of atomic configuration, based on our simulated results. We consider two domain walls, each of which has a trimerization phase difference 2π/3. As shown in Figs. 6(a)–6(d) as a consecutive sequence, the enhanced electric field gradually enforces the in-between P1 domain to shrink. Its two side walls come to meet and merge into one wall in the sufficiently high E = 0.66. This wall also has the upward polarization which is smaller than that of the two side domains, as shown in Fig. 6(f) where the P profile along the dashed white line in Figs. 6(a)–6(d) is plotted. This process is called the fusion of ferroelectric domain walls, corresponding to a transition from ΔΦ = π/3 to ΔΦ = 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.

Besides the phenomenological analysis, it is helpful to look at the domain-wall fusion process from the viewpoint of atomic configuration, based on our simulated results. We consider two domain walls, each of which has a trimerization phase difference 2π/3. As shown in Figs. 6(a)–6(d) as a consecutive sequence, the enhanced electric field gradually enforces the in-between P1 domain to shrink. Its two side walls come to meet and merge into one wall in the sufficiently high E = 0.66. This wall also has the upward polarization which is smaller than that of the two side domains, as shown in Fig. 6(f) where the P profile along the dashed white line in Figs. 6(a)–6(d) is plotted. This process is called the fusion of ferroelectric domain walls, corresponding to a transition from ΔΦ = π/3 to ΔΦ = 2π/3 with increasing E. This fusion behavior is quite unusual which never occurs for normal ferroelectrics where such a field-driven domain merging is spontaneous. The underlying physics is naturally associated with the interlocking of the ferroelectric domains with antiphase structure, while this antiphase structure is robust against electric field unless the field is sufficiently high.

This fusion process is also illustrated by the spatial profiles of Q and Φ as well as F, as plotted in Figs. 6(g)–6(i). It is clearly seen from Fig. 6(g) that the two valleys of Q(x), well separated at E = 0, come to meet each other and merge into one valley above E ≈ 0.32. Similar behavior can be seen from Fig. 6(i) for F(x) that has two peaks instead of valleys. The plateau between the two valleys (peaks) gradually disappears. In particular, the F peak is quite large at E ≈ 0.66, suggesting that this merged wall is highly unstable once the field is removed when this merged wall will again split into two separate walls, as shown by the profiles in Fig. 6(e) when E is back to E = 0 in sequence. For profile Φ(x), the fusion of the two walls can also be identified, corresponding to the transition from ΔΦ = π/3 to ΔΦ = 2π/3. It should be mentioned that such a fusion has been neither observed experimentally nor predicted from the topological structure.
FIG. 7. The lattice configurations for two types of AP-only domain walls with $\Delta \Phi = 2\pi/3$. The atomic structures of type-A (a) and type-B (b) domain walls seen along the [001] and [100] axes. The “up” and “down” indicate the directions of the Y ions’ displacements from the paraelectric $P6_3/mmc$ to the ferroelectric $P6_3cm$ structure. The arrow in the in-plane lattice configurations indicates the trimerization phase orientations. The coarse open arrow indicates the polarization which changes its sign from negative value to positive value with increasing electric field.

the down-shifted Y ions. The electric field along the $c$ axis has twofold impacts. On one hand, the increasing electric field would push the Y ion layers upward, leading to the variation of the Y-O bond length. The polarization inside the “wall” would change from negative value to positive value gradually. On the other hand, the separation between the down-shifted and up-shifted Y-ions inside the "wall" becomes smaller with larger field, as marked by the blue rectangles. This reduced separation certainly weakens the trimerization inside the wall. Our simulations show that the $Q$ value in the wall with $\Delta \Phi = 2\pi/3$ does decrease with increasing $E$, implying that the inclination magnitude of MO$_5$ triangular bipyramids inside the wall becomes small. Both scenarios shown in Figs. 7(a) and 7(b) are consistent with our simulations shown in Fig. 6.

Here it should be mentioned that such a fusion of two neighboring AP + FE domain walls seems to be a transient state driven by a sufficiently high electric field, which is certainly unstable at $E = 0$. The fused domain wall would decompose into two walls when the electric field returns back to $E = 0$, as illustrated in Figs. 6(d) and 6(e). Indeed, neither such a fusion of two neighboring walls with $\Delta \Phi = \pi/3$ into one AP-only wall with $\Delta \Phi = 2\pi/3$ nor such a decomposition of one AP-only wall with $\Delta \Phi = 2\pi/3$ into two AP + FE walls with $\Delta \Phi = \pi/3$ have been observed experimentally. It is thus misleadingly believed that a domain wall with $\Delta \Phi = \pi/3$ is so robust that a fusion of two such domain walls into one wall with $\Delta \Phi = 2\pi/3$ is impossible. Nevertheless, so far all the experimental observations were performed under $E = 0$ after the high-field poling treatments, and the wide wall with $\Delta \Phi = 2\pi/3$, which can be produced in the high-field range, becomes improbably observed at $E = 0$. Our simulations just reveal that such a wide wall is indeed generated by the high electric field. Furthermore, such fusion and decomposition events do not break the topological invariance of the domain structure, and for all cases the variation of parameter $\Phi$ counting around any vortex or antivortex core remains to be $2\pi$, no matter whether the walls are with either $\Delta \Phi = \pi/3$ or $\Delta \Phi = 2\pi/3$.

C. Evolution of vortex-antivortex pairs

The simulations presented in the above sections deal with the domain walls. Now we discuss the evolution of vortex/antivortex cores in response to increasing electric field. For unveiling the general characters of the cores, our simulations are performed in a grid of $2048\Delta x \times 2048\Delta y \times 1\Delta z$ with $\Delta x = \Delta y = \Delta z = 0.02$ nm, noting that the gridding is much finer than the previous cases so that every particular of the core region can be tracked to avoid any skeptical conclusion. A set of electric fields along the $c$ axis are applied step by step, and $10^5$ iterations are cycled for reaching the quasistatic domain structure at each step. For convenience of discussion, we present the results on one vortex core without losing the generality. The typical spatial profiles of parameters $P$, $Q$, $\Phi$, and $F$, at different fields are shown in Fig. 8 for $E = 0.0$, 0.20, and 0.66, respectively.

The core region at $E = 0$ is mapped in Fig. 8(a) by these parameters. First, the $P$ contour shows the normal vortex pattern. Second, a conical $Q$ pattern in this region is obtained. Outside this region, one sees the hexapetalous $Q$ pattern, mapping the six interlocked AP-FE domains. It is found that $Q = 0$ and $P \sim 0$ at the core tip, implying that the meeting point of the six AP-FE domains accommodates a high symmetric phase ($P \sim 0$ and $Q = 0$), consistent with the Kibble mechanism that the defects are remnants of the parent phase trapped within the lower symmetry phase.
The six domains are separated by a phase difference $\Delta\Phi = \pi/3$ and the core tip exhibits the highest energy $F$. As $E > 0$, e.g., at $E = 0.20$, as shown in Fig. 8(b), the three $P_1^Q$ domains shrink in size (width) in compensation with the three expanding $P_3$ domains. The $Q$ pattern around the core tip remains nearly unchanged, but the contour outside this region becomes trivalvelike, resulting from the fusion of two $AP + FE$ domain walls with $\Delta\Phi = \pi/3$. This fusion can be also clearly seen from the $F$ pattern and $P$ pattern, and $F$ at the core tip is the largest. Obviously, the incredible robustness of the vortex/antivortex cores against the electric field is the consequence of the topological protection.

As $E$ further increases up to 0.66, as shown in Fig. 8(c), the parameter contours over the core region change a lot. The $P$ at the core tip, which should be very small at $E = 0$, increases gradually with $E$ in a linear manner (Fig. 9). The core region, as circled in Fig. 8(c1), becomes ferroelectric ($P \neq 0$). In fact, the whole lattice has $P > 0$ everywhere and is occupied by a single $P_1$ domain embedded with some stripelike regions of smaller $P_3$. This $E \sim 0.66$ is the critical field beyond which the sixfold ferroelectric domain structure associated with the vortex/antivortex cores is destructed. Although the sixfold $AP + FE$ domain structure is transformed into a threefold $AP$-only domain structure due to the fusion of two $AP + FE$ domain walls into an $AP$-only domain wall, the topological property of structural antiphase domain patterns and the $Q$ contour over the core region remain unchanged at $E = 0.66$. In fact, what happens at the vortex cores is the decoupling between $FE$ domains and $AP$ domains, comparing the $P$, $Q$, and $\Phi$ patterns under $E = 0$ and $E = 0.66$. Another interesting fact is that the energy density $F$ around the core tip gradually decreases with increasing $E$, indicating that the vortex structure evolution is spontaneous. In particular, the energy difference $\Delta F$ between the vortex core tip and the domains stemming from this tip also decreases with increasing $E$, as shown in Fig. 9.

The above outlined results indicate that the sixfold FE domain structure can be destructed by electric field, and this further raises a question: Will the topological invariance property associated with the structural vortex-antivortex domain patterns be broken by sufficiently high field? However, here the topological invariance in terms of the trimerization phase $\Phi$ around the vortex core remains to be $2\pi$, upon a field up to $E \sim 0.66$, i.e., this invariance property is maintained. Next, it is interesting to check this property by further increasing $E$.

### D. Electric field induced phase transition

We check the stability of this threefold antiphase structure associated with a vortex upon further increasing $E$. We first check the $Q = 0$ property at the core tip and our simulations show that this property can be maintained until $E = 1.48$ from 0.66. The in situ tracking of the spatial contours of parameters $P$, $Q$, and $F$ at $E = 1.48$ are carried out and the snapshot patterns of them after cycling for $6 \times 10^5$ ISs are plotted in Fig. 10(a). It is shown that the whole core region has nonzero $Q$ values except the core tip point at which $Q = 0$. The $P$ contour over this region is positive and its values around the core tip are larger than those outside. The energy density $F$ along the antiphase walls is higher than that inside the antiphase domains.

It is surprising to observe that $E = 1.48$ is a critical electric field. When the sixfold ferroelectric domain structure over the vortex core is already destructed at a field $\sim 0.66$, this critical field $E = 1.48$ marks the destruction of the threefold antiphase structure over the core region. If one increases slightly the field to $E = 1.49$ from 1.48, a substantial change of the $P$, $Q$, and $F$ spatial contours is identified. For a better illustration, we show in Fig. 10(b) the contours after the cycling for $5 \times 10^5$ ISs at $E = 1.49$. The contours after
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**FIG. 8.** The spatial contours of parameters $P$, $Q$, $\Phi$, and $F$ over a vortex core region, given different electric fields (a) $E = 0$, (b) $E = 0.20$, and (c) $E = 0.66$, respectively.
the cycling for $8 \times 10^4$ ISs are presented in Fig. 10(c) for a comparison. Several features deserve for highlighting here. First, the $Q$ contour over the whole region as $E < 1.49$ is nonzero except at the core tip, implying that the topological invariance property is still maintained. However, at $E = 1.49$, this $Q = 0$ point expands rapidly with time, as shown by the snapshot contours in Figs. 10(b2) and 10(c2) at $5 \times 10^4$ ISs and $8 \times 10^4$ ISs respectively. The appearance of such a $Q = 0$ region rather than an isolated point at the tip is a clear mark of the topological invariance missing. In this sense, it is meaningless even that the variance of $Q$ can be proposed. For the paraelectric $P6_3/mmc$ phase, the lengths of two neighboring Y-Oep bonds along the $Q$ axis are equivalent, as shown in Fig. 11(a). The shifting of Y ions along the $c$ axis during the structural phase transition from the centrosymmetric $P63/mmc$ to the ferroelectric $P63cm$ makes the two Y-Oep bonds nonequivalent: one becomes longer and the other shorter, leading to a net electric polarization. Figure 11(b) shows the ferroelectric $P63cm$ structure, where the polarization direction is along the $c$ axis. A positive electric field favors the red Y-Oep-Y bonding rather than the green Y-Oep-Y bonding. This is probably the reason why parameter $Q$ in the $P_i$ states varies slightly with increasing $E > 0$ but that in the $P_j$ states varies remarkably, as shown in Fig. 2(a). Therefore, the positive electric field more strongly favors the crystal structure in which all Y-Oep-Y bonding aligns as the red bonds indicate. In this case, all the Y ions on the same layer no longer show interchanging from each other along the $c$ axis. Therefore, no more tilting of the MnO_5 triangular bipyramids occurs, i.e., no more trimerization $(Q = 0)$. This suggests that the trimerization-induced ferroelectric phase is stable only in the low-field range, and it will be replaced with another ferroelectric phase with $Q = 0$ in the sufficiently high electric field range where the topological invariance is no longer a valid property. This electric field induced transition from the trimerization-induced ferroelectric phase to an electric field induced ferroelectric phase with $Q = 0$ occurs at the vortex/antivortex core.

E. Discussion

To this end, we have focused on the domain-wall fusion and vortex/antivortex core destabilization as a signature of the topological invariance disabling. The results are indeed interesting and informative for understanding the underlying physics. However, we have shown how the topological domain
structure evolves in response to electric field along the $c$ axis, but no case of electric field imposed along the other direction is discussed. It is believed that a low in-plane electric field would impose no effect on the ferroelectric domain structure, the associated piezoelectric and electrostrictive effects, as well as electric static effect may distort the lattice structure, weakening or strengthening the lattice trimerization. This consequence if any cannot be discussed in the present framework of phenomenological Ginzburg-Landau theory. However, the $c$-axis electric field as a case without losing the generality does reveal the major features of domain structure evolution.

On the other hand, a major drawback of this understanding is that all the conclusions are only theoretical predictions based on the proposed Ginzburg-Landau theory on hexagonal axis electric field as a case without losing the generality does structure evolves in response to electric field along the $E$ axis.

Based on the standard procedure, Eqs. (5) and (6) now can be written into Eqs. (11) and (12) shown below, respectively:

$$
F_L = \frac{a_0}{2} Q^2 + \frac{b_0}{4} Q^4 + \frac{c_0}{6} Q^6 + \frac{c_0'}{6} Q^6 \cos 6\Phi
- g Q^3 P \cos 3\Phi + \frac{g'}{2} Q^2 P^2 + \frac{a_P}{2} P^2 + \frac{b_P}{4} P^4,
$$

(10)

where $b_P$ is the precoefficient to the fourth-order term in $P$.

Based on the standard procedure, Eqs. (5) and (6) can be written into Eqs. (11) and (12) shown below, respectively:

$$
a_0 Q + b_0 Q^3 + (c_0 + c_0') Q^5 - 3g Q^2 P \cos 3\Phi
+ g' Q^2 P^2 = 0, \quad - g Q^3 \cos 3\Phi + g' Q^2 P + a_P P
+ b_P P^3 = 0, \quad \Phi = 0, \pm \pi/3, \pm 2\pi/3, \pi, \pi/3.
$$

(11)

$$
a_0 Q + b_0 Q^3 + (c_0 + c_0') Q^5 - 3g Q^2 P + g' Q^2 P^2 = 0,
- g Q^3 + g' Q^2 P + a_P P + b_P P^3 = 0,
\Phi = 0, \pm 2\pi/3, \ P_\parallel, P > 0,
$$

(12)

where all coefficients except $b_P$ in Eq. (10) have been obtained from the first-principles calculations on YMnO$_3$ and are listed in Table I.

The value of coefficient $b_P$ must be available for a new calculation. Obtaining this value from the first-principles calculations is beyond the scope of this work. Instead, we take a set of $b_P$ values ($b_P = 0, 0.8, 1.6, 2.4, 4.0$) to perform the calculation and see what is the effect of its inclusion. The results are plotted in Fig. 12, where the fine and long arrows in each plot indicate increased $b_P$. It should be mentioned that $b_P = 0$ corresponds to the case of no inclusion of the fourth-order term in $P$.

Several features can be highlighted regarding the inclusion of the fourth-order term in $P$. First, an inclusion of this term does not change the qualitative behaviors of $Q(E)$, $P(E)$, and $F(E)$ for both the $P_\parallel$ state and the $P_\perp$ state, as shown in Figs. 12(a)–12(c) of the paper, while the quantitative dependence is yet insufficient. No big qualitative difference can be identified even when $b_P$ is very large, indicating that the role of the fourth-order term in $P$ is very important. A remarkable difference appears only in extremely large $E$. Second, for the state of $Q = 0$, the rapid decreasing tendency of free energy $F$ with increasing $E$ is weakened when $b_P$ increases, as shown in Fig. 12(f). Third, the intersection point of the two $F(E)$ curves for the $P_\parallel$ state and the $Q = 0$ state, where the two states have equal energy, moves towards a large $E$ value when $b_P$ increases, as shown in Fig. 12(f), and so does the intersection point of the two $F(E)$ curves for the $P_\perp$ state and the $Q = 0$ state. This behavior implies that a bigger $b_P$ will

![FIG. 12. The plotted ground-state solutions of parameters $Q$ (a), $P$ (b), and $F$ (c) as a function of $E$ respectively when the fourth-order term in $P$ is added to the Landau energy. Along the violet arrow, the curves successively correspond to the results at $b_P = 0, 0.8, 1.6, 2.4,$ and 10. The red arrow marks the shifting of the intersection point of the two $F(E)$ curves for the $P_\parallel$ state and the $Q = 0$ state as $b_P$ increases.](https://example.com/fig12.png)
induce a wider $E$ window for the trimerization state in which the trimerization state has the lowest free energy and higher stability. A destabilization of the trimerization state requires a larger $E$.

Another point is the huge gap in magnitude of electric field between our simulations and experiments. While this gap implies the necessity to improve the Ginzburg-Landau theory, the main results as simulated in this work would make sense qualitatively. In fact, the electric field needed in practical experiments can be roughly estimated based on our results. For instance, the electric field needed to prompt the fusion of two AP + FE domain walls into one AP-only wall for measurements can be $\sim 107$ kV/cm since the coercive field in this work is $\sim 0.247$, and the electric field being able to disable the topological antiphase domain structure is $\sim 241$ kV/cm. In this sense, this prediction can be confirmed experimentally.

**IV. CONCLUSIONS**

In this work, we have investigated in a systematic way the responses and relevant dynamics of the real-space topological domain structure in hexagonal manganites $RMnO_3$ (e.g., Y$\text{MnO}_3$) against external electric field along the $c$ axis, by using the phase-field simulations based on the phenomenological Ginzburg-Landau theory. Our simulations have led to several major consequences. First, it has been revealed that in the low-field range the topological structure is robust against the electric field, characterized by the immobile vortex-antivortex core while the ferroelectric domain pattern is driven from the type-I pattern to the type-II one. Second, it has been identified that a high electric field can make the two interlocked AP + FE domain walls with $\Delta \Phi = \pi/3$ fuse into one AP-only wall with $\Delta \Phi = 2\pi/3$, by the field-driven disappearing of the $P_1$ domain sandwiched by the two interlocked AP + FE walls. On the other hand, the high electric field can also seriously deform the topological vortex/antivortex structure, characterized by the disabled sixfold ferroelectric domain pattern and the reserved topological invariance in terms of the structural trimerization. This topological invariance can be further destructed by sufficiently high electric field which suppresses the structural trimerization, and the vortex/antivortex core region can be replaced by a trimerization-free state ($Q = 0$), which seems to be a phase-transition-like process. The present simulations have revealed a set of topological domain structures in response to external electric field, representing a substantial forward step in our understanding of real-space topological structure in hexagonal manganites.
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